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- We're interested in terms up to $\alpha$-equivalence:

$$
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- Asymptotically almost all $\lambda$-terms are strongly normalizing. [DGKRTZ13]
For terms expressed in the previously-presented syntax and size defined recursively as:

$$
|x|=0,|(a b)|=1+|a|+|b|,|\lambda x . t|=1+|t|
$$

- Asymptotically almost no $\lambda$-term is strongly normalizing. [DGKRTZ13,BGLZ16]
For terms expressed using de Bruijn indices or combinators (together with appropriate size functions)

Parameter sensitive to the definition of the syntax and the size of terms!

- Almost every simply-typed $\lambda$-term has a long $\beta$-reduction sequence [SAKT17]
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Affine Terms: bound variables occur at most once $(\lambda x . \lambda y . a)(\lambda x . x)$ $\lambda x . \lambda y . y$

Linear Terms: bound variables occur exactly once

$$
\lambda x \cdot \lambda y \cdot(y x) a \quad \lambda x \cdot \lambda y \cdot\left(\begin{array}{ll}
y & a)(b x)
\end{array}\right.
$$

$\lambda x . a(\lambda z \cdot(\lambda y . y(x z)))$
$\beta$-reducing closed linear terms
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- Closed linear lambda calculus is strongly normalising!
- Repeated $\beta$-reduction is guaranteed to terminate, there exists a unique normal form, and reduction order doesn't matter!
- No longer Turing-complete, many interesting connections with complexity theory (e.g PTIME-completeness [M04])
- How many $\beta$-reduction steps, on average, does one need to reach a normal form starting from a random $\lambda$-term?

A lower bound is given by the number of $\beta$-redices!
This motivates the central question of this work:
 seq. of random variables!
uniform distribution on the set of terms of size $n$
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Dictionary

- Free var $\leftrightarrow$ unary vertex
- Unused $\lambda \leftrightarrow$ binary vertex
- Identity-subterm $\leftrightarrow$ loop
- Closed subterm $\leftrightarrow$ bridge
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Closed linear terms $\leftrightarrow$ trivalent maps Closed affine terms $\leftrightarrow(2,3)$-valent maps Established in [BGJ13, BGGJ13]
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Why should you, a combinatorialist, be interested in $\lambda$-terms?
Decomposing (closed) rooted trivalent maps [BGJ13] and closed linear terms!
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1) Track evolution of parameter during an appropriately chosen decomposition of closed linear terms/trivalent maps.

There's a lot, based on: differential equations, exponential Hadamard products, etc
resulting OGFs are purely formal, which makes them difficult to analyse!

## crucial ingredient: coefficients are growing rapidly

2) Find appropriate tools to deal with their analysis.

- Bender's theorem for compositions $\mathrm{F}(z, \mathrm{G}(z))$
- Coefficient asymptotics of Cauchy products

$$
\left[z^{n}\right](A \cdot B)=\sum_{k=n_{0}}^{n} a_{k} b_{n-k}
$$

Mean number of $\beta$-redices in closed terms

Mean number of $\beta$-redices in closed terms

- Tracking redices during the decomposition

Mean number of $\beta$-redices in closed terms

- Tracking redices during the decomposition
no redex
b

Mean number of $\beta$-redices in closed terms

- Tracking redices during the decomposition


Mean number of $\beta$-redices in closed terms

- Tracking redices during the decomposition Abstractions, subcase 1.1


Mean number of $\beta$-redices in closed terms

- Tracking redices during the decomposition Abstractions, subcase 1.2

\#ways to do this

number of abstractions in $t$

Mean number of $\beta$-redices in closed terms

- Tracking redices during the decomposition Abstractions, subcase 1.3

\#ways to do this

number of subterms in $t=$ size of $t$
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- Building the specification of the OGF
- $|t|_{\lambda}=\frac{|t|+1}{3},|t|-|t|_{\lambda}=\frac{2|t|-1}{3}$
- $r \partial_{r} T_{0}=\sum_{t \in T_{0}}|t|_{\beta} z^{|t|} r^{|t|_{\beta}}$
- $\frac{z \partial_{z} \mathrm{~T}_{0}+\mathrm{T}_{0}}{3}=\sum_{\mathrm{t} \in \mathrm{T}_{0}} \frac{|\mathrm{t}|+1}{3} z^{|t|} v^{|t|_{\beta}}$
$\bullet \frac{2 z \partial_{z} \mathrm{~T}_{0}-\mathrm{T}_{0}}{3}=\sum_{t \in \mathrm{~T}_{0}} \frac{2|\mathrm{t}|-1}{3} z^{|t|} v^{|t|_{\beta}}$

Mean number of $\beta$-redices in closed terms
-Translating to a differential equation and pumping

$$
\begin{aligned}
\mathrm{T}_{0} & =-z\left(z^{2}(r+1)(1+(r-1) z T)(r-1) \partial_{\mathrm{r}} \mathrm{~T}_{0}\right. \\
& \left.-\frac{(1+z(r-1) \mathrm{T}) z^{3}(r+5) \partial_{z} \mathrm{~T}_{0}}{3}-\frac{z^{3}(r-1)^{2} \mathrm{~T}_{0}^{2}}{3}-\frac{4 z^{2}(r-1) \mathrm{T}_{0}}{3}-z-\mathrm{T}_{0}^{2}\right)
\end{aligned}
$$
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$$
\begin{aligned}
\mathrm{T}_{0} & =-z\left(z^{2}(\mathrm{r}+1)(1+(\mathrm{r}-1) z \mathrm{~T})(\mathrm{r}-1) \partial_{\mathrm{r}} \mathrm{~T}_{0}\right. \\
& \left.-\frac{(1+z(\mathrm{r}-1) \mathrm{T}) z^{3}(\mathrm{r}+5) \partial_{z} \mathrm{~T}_{0}}{3}-\frac{z^{3}(\mathrm{r}-1)^{2} \mathrm{~T}_{0}^{2}}{3}-\frac{4 z^{2}(\mathrm{r}-1) \mathrm{T}_{0}}{3}-z-\mathrm{T}_{0}^{2}\right)
\end{aligned}
$$

A plot of the dist. of redices for terms/maps of size $n=119$


On the number of $\beta$-redices in random closed linear $\lambda$-terms - Bodini, Singh, Zeilberger

## Whats next?

## Whats next?

- Tracking the three patterns whose reduction alters the number of redices (WIP with Bodini, Zeilberger, Wallner, Gittenberger)
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(\lambda x \cdot x)\left(\lambda y \cdot t_{1}\right) t_{2}
\end{gathered}
$$

- More parameters:


Mean path length


Profile

## Whats next?

- Tracking the three patterns whose reduction alters the number of redices (WIP with Bodini, Zeilberger, Wallner, Gittenberger)

$$
\begin{gathered}
(\lambda x \cdot C[(x u)])\left(\lambda y \cdot t_{2}\right) \quad\left(\left(\lambda x . \lambda y \cdot t_{1}\right) t_{2}\right) t_{3} \\
(\lambda x \cdot x)\left(\lambda y \cdot t_{1}\right) t_{2}
\end{gathered}
$$

- More parameters:


Thank you!
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